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ABSTRACT 
Many people read online reviews written by other users to 
learn more about a product or venue. However, the 
overwhelming amount of user-generated reviews and 
variance in length, detail and quality across the reviews 
make it difficult to glean useful information. In this paper, 
we present the iterative design of our system, called Review 
Spotlight. It provides a brief overview of reviews using 
adjective-noun word pairs, and allows the user to quickly 
explore the reviews in greater detail. Through a laboratory 
user study which required participants to perform decision 
making tasks, we showed that participants could form 
detailed impressions about restaurants and decide between 
two options significantly faster with Review Spotlight than 
with traditional review webpages. 
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Summarization, user interface, user-generated reviews, 
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INTRODUCTION 
Online review websites offer users a wealth of perspectives 
about products that can be purchased or locations that can 
be visited (which we will refer to as reviewed entities). 
However, the number of reviews for any given entity often 
extends well beyond what users can read quickly. User-
generated reviews also vary greatly in length, detail and 
focus in comparison to ones written by professional editors. 
These issues make it difficult for users to quickly and easily 
glean useful details about the entity, as described in the 
following way by a participant in our study: 

The problem with all these reviews is they put a lot of 
really useless information there. For example, this guy 
included a dialogue he had with a waitress... [That] makes 
it difficult when you actually try to quickly find something. 

There are several ways to provide a brief overview of user-
generated reviews. For example, often reviewers are asked 
to rate their overall impression (usually from 1 to 5) of an 
entity. Although this rating gives the reader a quick 
understanding of how much the reviewer liked or disliked 
the entity, it does not offer information about why that 
rating was given. Several websites also allow readers to rate 
the usefulness of posted reviews, and order reviews by this 
usefulness rating. These features allow the user to browse 
reviews in a way that differs from needing to read them all. 
However, browsing in this manner may result in the user 
missing information that she could find to be important to 
her (e.g., comments in recent reviews). 

In this paper, we describe our iterative design of Review 
Spotlight—a system which provides a quick overview of 
user-generated reviews. Figure 1 shows the concept of 
Review Spotlight. The system displays a list of adjective 
and noun word pairs that appeared most frequently in the 
review text. It also performs a sentiment analysis on the 
extracted word pairs and uses different font colors to 
represent the level of positivity or negativity of each word 
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Figure 1. The Review Spotlight concept. Review Spotlight 
can be integrated into any review webpage, and shows some 
of the most frequently-mentioned word pairs in the reviews.



pair. Review Spotlight also allows the user to click on a 
word pair to see additional contexts in which it is used in 
the original review text. The user interface does not arrange 
word pairs in a specific order so that the user can 
serendipitously acquire information even from word pairs 
with small fonts. Through our user study, we found that 
while using Review Spotlight, participants could form 
detailed impressions about reviewed entities and decide 
between two options significantly faster than when reading 
traditional review webpages. 

RELATED WORK 
The Review Spotlight interface is based on a tag cloud, a 
visualization using a set of words (or “tags”). The size and 
color of each tag are associated with the importance or 
relevance in the original text. The use of natural language 
processing can improve the efficiency and accuracy of 
extracting the tags that best represent the original document. 
However, this work primarily examines the user 
requirements for an interface that displays a summary of 
user-generated reviews, and not the process of efficiency of 
generating tag cloud. Thus, we mainly review research 
focused on interfaces for review summarization and the 
effects of a tag cloud on different tasks. 

User Interfaces for User Review Summarization 
Although user review summarization has been investigated 
well in computational linguistics [11], user interfaces 
employing it have not been studied extensively. One 
approach for user review summarization is to collect 
opinions on different features in an entity (e.g., food or 
service in a restaurant review). Liu et al. developed a 
system to visualize how many positive or negative reviews 
were posted about features of an entity using bar graphs, 
but the system was not evaluated from the user interface 
perspective [17]. Carenini et al. used a Treemap 
visualization to show the information extracted from user-
generated reviews organized in a tree structure based on the 
features [3]. However, their user study showed that the 
participants were often confused by the Treemap 
visualization, and preferred text-based summarization. They 
also developed a system similar to Liu et al.’s work [17], 
but they specifically designed it to allow the user to 
compare multiple entities [4]. Their user interface shows 
the distribution of positive and negative reviews along 
different features. However, they did not formally study the 
efficacy of their user interface. 

A computational linguistics method often used for 
summarizing user-generated reviews is a sentiment analysis, 
which determines the semantic orientation of a given text. 
Turney [24] and Pong et al. [18] applied a sentiment 
analysis technique to analyze review text. Both systems 
used machine learning techniques to identify the semantic 
orientation of the phrases extracted using n-gram methods.  

There are several systems that have applied sentiment analysis 
for tag cloud visualization. Dave et al. built a system to 

extract the tags from product reviews and display a sentiment 
score calculated based on those tags [6]. Lee et al. developed 
a system in which the user can manually add tags to an entity, 
and can rate whether the added tag contains a positive or 
negative sentiment [16]; the rated positivity/negativity of the 
tag is visualized using the font. Ganesan et al. incorporated 
emoticons into a tag cloud visualizing eBay seller feedback 
[9]. For example, a smiley face is automatically added to a tag 
that their system recognized as a positive tag. Although the 
effect of word sentiment visualization has not been studied in 
detail previously, we believe that incorporating a sentiment 
orientation into a tag cloud visualization could be useful for 
the user to quickly understand how positively or negatively 
the entity is reviewed. 

Effects of a Tag Cloud on Different Tasks 
Rivadeneira et al. categorized four user tasks for which a 
tag cloud could be useful [19]: searching (finding a 
particular term, often as a means to navigate to more 
detailed information about the term); browsing (casually 
exploring information without seeking any specific term); 
impression formation (building an impression about the 
entity that the tag cloud visualizes); and recognizing 
(providing additional information about the entity to 
support the user in identifying the entity she is seeking). 

Several studies have been conducted on searching and 
browsing. In their study of the usefulness of tag clouds in 
information-seeking tasks, Sinclair et al. [22] concluded 
that such an interface is more useful for browsing tasks than 
for searching tasks. Kuo et al. demonstrated how a tag 
cloud displaying the search results of biomedical text at 
PubMed helped the user find the correct answers to simple 
medical questions [14]. They also found that a tag cloud 
was better for answering general questions (e.g., whether a 
certain factor is transcriptive), but was not helpful for 
finding specific details (e.g., the names of the genes 
involved in a particular biological process). 

However, there still exist open research questions related to 
understanding how a tag cloud visualization could be useful 
and should be designed for beyond searching tasks. Viégas 
and Wattenberg [25] discussed the use of tag cloud 
visualizations for analytical purposes. These purposes are 
closely related to impression formation and recognizing, but 
the effect and design of a tag cloud visualization for these 
purposes have not been deeply studied. Although Review 
Spotlight can support searching or browsing for user-
generated reviews, we are most interested in how Review 
Spotlight can support impression formation. 

Effects of Tag Cloud Visual Features 
The visual features of a tag cloud can impact the user’s 
performance on searching tasks. For example, Rivadeneira 
et al. studied how many words people could recall after 
reading a tag cloud with different visual properties [19]. 
They discovered that words in larger font and those located 
at the upper-left corner of the tag cloud were easier to recall. 



Bateman et al. examined the effect of nine visual properties 
of a tag for the task of determining the most important 
words based on visual appearance [2]. Their study revealed 
that the font size and font weight had strong effects on the 
word selection—but not the color. 

The visual organization of a tag cloud also impacts user 
performance on searching tasks. Halvey and Keane studied 
the effect of three different layouts (a tag cloud, a linear list 
with vertical and horizontal alignments) with random and 
alphabetical ordering on searching tasks [10]. They found 
that the alphabetical ordering contributed to faster user 
performance than the random ordering in all layouts. In 
Schrammel et al.’s study of how a tag cloud word order 
affected the identification of specific tags and tags related to 
a particular topic [21], they showed that an alphabetical 
ordering was significantly faster than the other three ordering 
methods for searching for a specific tag. However, they did 
not find a significant difference in performance time when 
searching for tags related to a particular topic. These studies 
did not go beyond searching tasks whereas our focus in this 
study also includes impression formation tasks. 

FORMATIVE STUDY 
We conducted a formative study to learn about the types of 
information that users typically focus on and glean about a 
reviewed entity, and specific challenges they have with the 
user interface for user generated-reviews. We recruited 8 
normal computer users who regularly did web browsing (4 
males and 4 females between the ages of 20 and 50). They 
were likely to visit review websites in the past, but, like other 
normal computer users, it is unlikely that they frequently 
posted online reviews. In the formative study, we asked them 
to perform a think aloud as they read webpages with user-
generated reviews (referred as “review pages” throughout the 
rest of this paper) to glean information about venues. We used 
four different review pages (two restaurant reviews from 
Yelp.com and two hotel reviews from TripAdvisor.com), 
each with more than 30 reviews at the time of the study. We 
instructed the participants to read the reviews as they normally 
would and to stop reading when they had drawn conclusions 
about that location. We then asked them to describe their 
impressions of the location as they would do for a friend who 
is considering visiting it. The entire session was audio-
recorded and transcribed for analysis. 

We found two important user behaviors from this study: 

 Formulating and adjusting an impression: We found 
that the majority of the participants formed an initial 
impression about a location using the overall rating, the 
rating distribution, and photographs at the top of the 
page. The participants would then skim through the 
reviews to identify comments frequently repeated about 
the location by different reviewers, often noting the 
frequency with which those comments were expressed. 
Participants tended to notice and read reviews with 

remarks that differed from the commonly-expressed 
opinion, and then adjust their impression if necessary. 

 Verbalizing impressions with short phrases: The 
participants also tended to verbalize their impression 
with short phrases, with descriptive information about 
the venue (e.g., “Asian food”) or subjective opinion 
statements (e.g., “good steak”). 

These findings offer several design implications. First, our 
system should help the user gain a quick overview of the 
comments frequently mentioned about an entity. It is 
important for this overview to represent how many times 
reviewers commented on a particular aspect of the entity in 
their reviews (e.g., whether “good food” is mentioned 
repeatedly by many reviewers or just once). The system 
should also allow the user to further evaluate the context in 
which those comments were made in order to support her in 
refining her impression about that entity. As participants 
skimmed the reviews, they often gleaned short phrases that 
captured the essence of each reviewer’s comment. Thus, 
showing short phrases could accelerate the formation of 
impressions and decision making.  

Based on the findings from our formative study and 
literature survey, we decided to use a tag cloud for our 
interface. Tag clouds already have been integrated into 
many websites, and have been familiar to many users. Thus, 
users are less likely to have problems with understanding 
the information displayed in the tag cloud and interacting 
with it. This is an important design aspect because we 
wanted our interface to be designed for casual users, and 
not for professionals who would examine the data deeply 
[5]. 

REVIEW SPOTLIGHT PROTOTYPE 
We developed the Review Spotlight interface to help users 
quickly obtain information about a reviewed entity. 

High-level Design  
From our literature survey and observations made in the 
formative study, we decided to explore a tag-cloud-like 
interface. However, a standard tag cloud is not necessarily 
appropriate for our purposes. Figure 2 shows a tag cloud 
simply based on the frequency of words appearing in reviews 

 
Figure 2. A tag cloud of user-generated reviews using single 
words. It is possible to learn the general information about 
the restaurant, but details are hard to overview. 



for a restaurant. Although it is possible to learn general 
information about the restaurant from this tag cloud (e.g., it is 
a Japanese restaurant, and the meals are probably good), the 
details that may be important for decision making are hard to 
overview. For instance, “roll” is a term mentioned frequently, 
but it is not clear what type of sushi rolls reviewers 
frequently mentioned. This finding motivated us to use a 
word pair as a meaningful chunk of information. Using word 
pairs is also in line with one of the design implications gained 
from our formative study (i.e., using short phrases). 

Figure 3 shows the interface of the Review Spotlight 
prototype. Although other tag cloud visualizations have also 
used word pairs extracted using n-gram methods [6], based 
on our findings in the formative study, we focused on 
adjective-noun pairs frequently mentioned in the reviews. 
The font size of each word pair is set to be proportional to 
the number of word pair occurrences. Review Spotlight also 
uses color to visualize the sentiment of each word, which 
will be discussed later.  

When the user moves the cursor over an adjective-noun pair, 
Review Spotlight shows as many as four adjectives that are 
most frequently paired with that noun. In the example 
shown in Figure 3a, Review Spotlight shows “ridiculous,” 
“worth,” “bad,” and “terrible” when the cursor is over the 
word pair “long wait.” When the user clicks adjectives, the 
interface displays the number of occurrences of that 
adjective-noun word pair, and the sentences in which it 
appears in a separate textbox (Figure 3b). Thus, Review 
Spotlight supports quick examination of review details to 
enable the user to test her impressions. 

Implementation 
To generate a summarization from the review text, Review 
Spotlight performs the following four steps: 1) extracts 
adjective-noun word pairs; 2) counts each word pair’s 
occurrences; 3) performs a sentiment analysis of each word 
pair; and 4) displays the word pairs. 

Review Spotlight first extracts adjective-noun word pairs 
from the review text. Using a part-of-speech (POS) tagger 
developed by Tsuruoka and Tsujii [23], our system labels 
the part of speech for the words in the review text. This 
allows Review Spotlight to identify the locations of the 
adjectives and nouns. Review Spotlight then pairs a noun 
with the closest adjective modifying it. Review Spotlight 
also extracts a word pair from a sentence with the “to be” 
verb. For instance, if Review Spotlight parses a sentence 
“The food is great,” it extracts the word pair “great food.” 
In addition, by focusing on adjective-noun pairs, Review 
Spotlight intrinsically removes noise introduced by 
common trivial words, such as articles and prepositions.  

Review Spotlight then counts the number of occurrences of 
each word pair and groups word pairs by nouns. The system 
then eliminates the word pairs that only appear once in the 
original review text. It then calculates the font size for the 
extracted adjectives and nouns. The font size for a noun is 
determined linearly by its number of occurrences. The font 
size for an adjective is determined linearly by the number of 
occurrences of the word pair consisting of it and the 
associated noun. We set the minimum and maximum font 
sizes to 10 and 30 pixels, respectively.  

Next, Review Spotlight performs a sentiment analysis on 
the word pairs using SentiWordNet [8], a context-free, 
word-based sentiment analysis tool. A sentiment value 
provided by SentiWordNet for each word consists of three 
scores (i.e., positivity, negativity, and objectivity), and it is 
defined for each common use of the word. Review 
Spotlight first calculates the sentiment value for an 
adjective by taking the average of its sentiment values for 
all the use contexts. It then calculates the sentiment value 
for a noun by taking the average of the sentiment values of 
all paired adjectives weighted by the number of occurrences. 
It maps the sentiment value into the color scheme in which 
shades of green, red, and blue represent positive, negative, 
and neutral meaning, respectively; the darkness of the shade 
conveys the sentiment strength. Through a preliminary 

Figure 3. Screenshots of Review Spotlight for reviews on the same restaurant used in Figure 2 (the name of the restaurant is 
masked in this figure): a) The user can see frequently-mentioned adjective-noun word pairs. She can also move the cursor over 
the word pair to see more adjectives that are paired with the noun; b) When she clicks an adjective (e.g., “long”), Review 
Spotlight displays the original sentences from which the clicked word pair came. 



experiment with the prototype system, we determined that 
users preferred the noun coloring based on this weighted 
average over the coloring based on the average of the 
sentiment values defined in SentiWordNet.  

After the sentiment analysis, Review Spotlight performs a 
spatial allocation function to place the extracted word pairs 
within a given space (600 x 250 pixels by default, but the 
dimensions can be adjusted). Because Review Spotlight 
prioritizes larger word pairs in the allocation, an optimal 
layout (i.e., the layout that accommodates as many word 
pairs as possible) can be accomplished by the greedy 
algorithm described by Kaser and Lemire [14]. However, 
we found that an optimal layout is visually complex, and 
large word pairs placed towards the top of the layout often 
attracted much more attention than other word pairs.  

Review Spotlight instead places the word pairs randomly so 
that the user is not biased to any specific terms based on their 
placement position. Review Spotlight also adds padding 
around each word pair that is relative in size to the bounding 
box of the word pair. Although the resulting layout is much 
sparser than the optimal layout, our pilot studies showed that 
participants preferred it over the optimal layout because it 
was less visually complex. Review Spotlight performs this 
spatial allocation, starting with the largest word pair to the 
smallest, until it cannot find a location for a new word pair 
which does not cause an overlap on any other word pairs that 
have been placed already. Review Spotlight then combines as 
many four adjectives that are most frequently paired with the 
noun. These adjectives become visible when the user moves 
the cursor over the word pair. 

The efficiency of the summarization process and the 
accuracy of the extracted word pairs are outside the scope of 
this paper. We have not experimented with these aspects of 
Review Spotlight in depth.  

LABORATORY USER STUDY 
We conducted a laboratory study to evaluate how Review 
Spotlight addresses user requirements for an interface 
summarizing user-generated reviews compared to traditional 
review pages. Although a comparative study against other 
interfaces is one possible type of user study, our intention 

here was to examine in depth how Review Spotlight supports 
impression formation, as defined by Rivadeneira et al [19].  

Procedure 
At the beginning of the study, we introduced the participant 
to a sample Review Spotlight interface and review page 
used in the study (Figure 4), and allowed the participants to 
explore both interfaces. After the participants became 
comfortable with the systems, we presented them the 
reviews for two restaurants side-by-side. Both reviews were 
displayed using either the Review Spotlight interface or the 
review pages. By separating the interfaces, we could 
differentiate the effects on the participants’ decisions 
caused by the two different user interfaces. The participants 
were then asked to examine the reviews and decide which 
restaurant they would like to visit by clicking the link above 
each restaurant review. The system recorded all the mouse 
hover and click events on word pairs in Review Spotlight, 
and the time the participants spent making their decision 
between each restaurant pair. We also asked them to rate 
how strongly they preferred the selected restaurant over the 
other, and to provide the reasons for their decision verbally. 
The entire session was audio-recorded and transcribed. 

We selected eight pairs of the restaurants that were located in a 
region unfamiliar to the participants and had more than 50 
reviews on Yelp.com. Each restaurant within a pair offered 
similar cuisine, was of similar price range, and was from the 
same part of a city. Four pairs of restaurants had similar overall 
review ratings (PA1–PA4), and the rest consisted of pairs of 
restaurants in which one had a high overall rating and the 
second had a low overall rating (PB1–PB4). To examine the 
effect of Review Spotlight on impression formation in 
comparison to normal review pages, we presented four of the 
pairs (PA1, PA2, PB1, and PB2) to participants through both 
the Review Spotlight interface as well as the normal review 
page. To prevent participants from knowing that those four 
restaurant pairs were presented to them with both interfaces 
and from using predetermined decisions, we used the 
remaining four restaurant pairs (PA3, PA4, PB3, and PB4) as 
distracters. We presented PA3 and PB3 to participants using 
only the Review Spotlight interface; and we presented PA4 
and PB4 to participants through the normal review pages. Thus, 

Figure 4. Screenshots of the pages used in the laboratory user study. Two restaurant reviews were displayed side-by-side: a) 
Review pages (the name of the restaurant is masked in this figure); b) Review Spotlight. 



each participant viewed 6 Review Spotlight and 6 review page 
interfaces in the study. The presentation order of these twelve 
interfaces was randomized for each participant. The resulting 
Review Spotlight interfaces contained 26 word pairs with 66 
hidden adjectives on average. We noticed that some word pairs 
were noises (e.g., meaningless word pairs). However, we did 
not perform any manual filtering of the word pairs because we 
wanted to test our system in a natural manner.  

Apparatus 
All the Review Spotlight summarizations and review pages 
were prepared before the experiment, and stored on the 
computer used in the experiment. We cached all the pages 
on the computer before the study to minimize their loading 
time. We used a laptop running Windows Vista with a 30.5 
x 19.0 cm, 1280 x 800 pixel display. The screen was 
sufficiently large for the participants to comfortably read 
the reviews for two restaurants side-by-side. We also 
provided the participants with a mouse. 

Participants 
Ten individuals (5 male and 5 female between the ages of 
20 and 50) with a variety of backgrounds (such as students, 
system administrators, a retail manager, a home maker, and 
an accountant) participated in this study. None of them 
participated in our formative study. All participants 
regularly did web browsing, but none of them had any 
significant experience of writing and posting online reviews. 
The study lasted approximately 50 minutes. The 
participants were compensated with $20 cash. 

LABORATORY STUDY RESULTS 

Performance Time 
We examined the data for the four restaurant pairs that were 
presented in both the Review Spotlight interface and the 
review pages (i.e., the non-distracters) to compare the time 
that participants took to make a decision. Our unpaired 
Welch’s t-test revealed that the participants spent less time 
with the Review Spotlight interface (122 seconds on 
average, SD=49) than the review pages (157 seconds on 
average, SD=63; t73=2.75, p<.01). This finding is in line 
with the qualitative evidence we gathered from the study.  

It’s faster. Instead of like going through reading so much 
non-sense, [I can] just pick up important things right away. 

Forming Detailed Impressions Using Review Spotlight 
In 30 out of the 40 cases, the participants chose the same 
restaurants with both user interfaces. The participants often 
cited the ratings and the number of reviews to explain their 
decision when viewing the review pages whereas they used 
specific details about the restaurants (e.g., food or service) 
to explain their decisions with Review Spotlight. For 
example, one participant picked the same restaurant using 
different reasons as follows: 

With the review pages: This one has more reviews and 
more positive [reviews]. Overall rating is higher too. 

With Review Spotlight: I know that people say even 
though the wait is long, it’s worth it. Usually I don’t like 
waiting for food, but it must be good. And the price is 
reasonable. [The other restaurant] seems like ok too, but 
some people say the portion is really really small.  

Even in the ten instances where participants chose different 
restaurants between the two interfaces, they still provided a 
greater level of detail to support their decision when using 
Review Spotlight. In seven of these cases, the participants 
selected a restaurant with weak preference over the other 
restaurant. For example, one participant selected one 
restaurant with the review pages by focusing primarily on 
the ratings it received. 

Everyone seems to think the restaurant on the left is very 
average, like there is nothing wrong there, but it wasn’t 
fantastic. People on the right generally seem to think…it 
was average and some people thought above average, 
but the reviews generally seem to be more positive. 

However, he chose the other restaurant with the Review 
Spotlight interface because he thought that the restaurant he 
chose with the review pages may offer a small portion of 
food. In this case, Review Spotlight helped the participant 
uncover specific information that was important to his 
decision from the review text.  

People on the left generally seem like they are happy with 
the food and the portion, and price. People on the right, 
…they mentioned what they ate, and seems like some 
people were happy with food, but some people thought the 
portion is small, so I was more sure that people thought 
more positively about the restaurant on the left. 

Quantitative Analysis of Review Spotlight Usage 
Our system recorded the number of mouse hover events 
over word pairs in the Review Spotlight interfaces. Halvey 
and Keane’s study indicated that the user typically scans the 
tag cloud rather than reads it while performing searching 
tasks [10]. To study whether the participants only scanned 
word pairs, we first removed the 3008 hover events that 
lasted 200 milliseconds or less from the 7240 hover events 
recorded in all 12 Review Spotlight interfaces (including 
the four distracters) as unintentional hover events. We 
determined this time threshold from the fact that the 
average reading speed is 200–240 milliseconds/word [13]. 
Although this cutoff does not mean a perfect separation of 
intentional and unintentional hover events (and furthermore, 

Rating 
Same Choice  Different Choice

RP RS  RP RS

Average (SD) 2.8 (0.75) 2.9 (1.0)  3.0 (1.0) 2.2 (1.0)

Table 1. The results of the self-rated preferences on the 
choices through the review pages (RP) and Review Spotlight 
(RS). A higher value (between 0 to 4) means a stronger 
preference. Same Choice represents the 30 cases in which the 
participants chose the same restaurants with both interfaces, 
and Different Choice represents the other 10 cases. 



it might be too conservative), we believe that this is still a 
good approximation. As a result, we had 4232 intentional 
hover events, and the average number of intentional hover 
events per Review Spotlight page per participant was 35.3 
(SD=2.5). This implies that the participants tended to read 
the word pairs in our experiment because they needed to 
examine what words appeared in Review Spotlight in order 
to form their impressions. 

Our system also recorded the number of mouse click events 
on word pairs. We had a total of 1200 click events in the 
Review Spotlight interfaces. This means that the average 
number of click events per Review Spotlight page per 
participant was 10.0 (SD=1.3). 658 clicks (54.8%) occurred 
on the adjectives that appeared by default, and the rest of 
the clicks occurred on the hidden adjectives. Furthermore, 
we found that 28.4% of the intentional hover events 
resulted in a click. These numbers indicate that Review 
Spotlight encouraged the participants to explore more 
details about how the words were used in the actual reviews. 

We were unable to analyze the types of word pairs which 
the participants tended to view. One reason for this is that 
some word pairs, such as “good food”, were displayed by 
the Review Spotlight more frequently than other word pairs. 
The same word pairs also were displayed with different font 
sizes at different locations in the twelve Review Spotlight 
summarizations. We leave a quantitative analysis of the 
types of word pairs that the users typically look at to form 
their impressions about the restaurants for future work. 

Qualitative Analysis of User Strategies 
We did not provide the overall rating in Review Spotlight 
because we found that it does not always match word pairs 
that appeared in the interface. But participants successfully 
gained an idea of how positive or negative the reviews 
about the restaurant were. Although the word pair coloring 
based on the sentiment analysis was intended for this 
purpose, nine of the participants rather looked at the words 
themselves, their font sizes, and their exact numbers of 
occurrences to obtain their general impression. 

I more used words that were used, and secondly the size 
of the words… and then I would read similar comments, 
and then I would look for [details of] where people say 
bad things, just to have a comparison of how strongly 
they say they were bad or good, and how often… I 
completely forgot about the color.  

Another common strategy was to focus on particular 
adjectives, such as “good”, “great”, or “poor”. The 
participants also looked at how many times each word pair 
was mentioned in the original review page. 

The first thing I would do usually is [look at] the biggest 
one. Then I checked things that seem relevant, like,… if I 
saw  “best” or “worst,” I would definitely check that. 
Also specific dishes…I see how many times they say that. 

Like if one side mentioned “best” twice, and the other 
side mentioned 20 times.  

The participants generally liked the ability to view a word 
pair in its original review. Half of the participants explicitly 
mentioned that this feature reduces the effort needed to read 
the reviews in order to find detailed information about what 
they were interested in. 

I like that they are just short sentences that got right to 
the point of what I was looking for… It was neat to just 
click it and see what people had to say about. How many 
times it was mentioned, I also really liked. 

The thing I like the most was if I was only interested in 
food or service…, you can click that and see all comments 
about one particular aspect… Pick up one thing you’re 
more interested in instead of reading through the reviews.  

DISCUSSION 
One aspect we wanted to focus on in our study was how 
Review Spotlight could help users perform tasks which 
required what Rivadeneira et al. described as impression 
formation [19]. The participants often (30 out of 40 times) 
were able to choose the same restaurant with nearly the 
same level of preference using both the Review Spotlight 
interface and current review pages (see Table 1). However, 
our participants were able to make this decision 
significantly faster with Review Spotlight. Furthermore, 
their decisions were always guided by more detailed 
impressions than ones formulated when they used the 
traditional review webpage interface, even when the 
participants chose different restaurants. 

Providing a More Consistent Presentation 
Four participants explicitly commented on the presentation 
of the word pairs. Because the system places the word pairs 
without following any particular layout, it causes an 
inconsistency in the presentation. For example, one 
participant had trouble finding particular information that 
she wanted to know in Review Spotlight. Another 
participant described that the Review Spotlight interface 
was harder to find particular information that he was 
seeking because he often could not tell quickly whether that 
information was actually displayed. 

Information may be there if you are looking…, but it’s 
hard [to determine] if it’s missing or not… You may be 
looking for price range, or attire, or whether they deliver. 
[On review pages,] it’s easier [to find] just from looking 
at the top, but here (on Review Spotlight) [such 
information] may or may not be there.  

We decided to use a random ordering instead of a specific 
word ordering. This seemed to cause problems when the 
participants were looking for a particular word. However, 
the participants generally could identify words that are 
important or interesting to them quickly. 



If you’re looking for something, looking for wine, or…, 
it’s easy to spot whereas [on the review page], you have 
to look for it, search for it. 

Random word ordering resulted in accidental learning and 
facilitated the impression formation tasks defined by 
Rivadeneira et al [19]. That is, presenting the user with 
different word orderings mitigates the problem of biasing 
them towards particular word pairs. 

The good thing about [Review Spotlight] is that I came 
across the things like specific dishes that would’ve been 
harder to see in [the review pages]… Like people, if they 
mention mac ‘n’ cheese a lot or best burrito, you would 
be able to see that [in Review Spotlight].  

Participants also mentioned the inconsistency of the size of 
the word pair. Because the size of each word pair was 
determined based on its number of occurrences within the 
review text for one entity (in this case, a restaurant), the 
same font size across multiple Review Spotlight 
summarizations does not necessarily mean that the word 
pair has the same number of occurrences. This can be 
confusing when the user wants to compare multiple entities, 
as the participants did in this experiment. 

In addition to user reviews, every review page provides a 
summary of basic information about the restaurant (e.g., the 
hours, price range, and atmosphere) and visual elements 
(e.g., a photo or a graph). The user may use these elements 
to quickly compare two restaurants. As seen in Figure 1, we 
envision integrating Review Spotlight into the original 
review page instead of replacing it completely. In this 
manner, the user would be able to obtain the general 
information about a restaurant that is typically found in a 
review page, but still be able to obtain an overview of the 
reviews with Review Spotlight. 

Graceful Recovery from Linguistic Analysis Problems 
As expected, the participants noticed and commented on 
errors caused by the natural language processing we used. 
Participants noticed that some word pairs did not make 
much sense and that the color of the fonts did not often 
match to what they thought (e.g., “impeccable” has a high 
negativity value in SentiWordNet). This type of problem 
could be addressed by incorporating a more sophisticated 
method of determining the relevant information and 
sentiment in the review [12]. Another linguistic analysis 
problem is that the meanings of some word pairs were 
context-dependent. For example, if one reviewer 
commented “Last time we went, we had and loved the 
grilled chicken,” and another commented “I will avoid their 
grilled chicken next time,” the current Review Spotlight 
implementation would detect that “grilled chicken” is a 
common pair despite the contrasting reactions. Similarly, 
the current Review Spotlight implementation does not 
accurately extract the word pairs that appeared in negative 
sentences (e.g., “This is not a good restaurant”). 

Review Spotlight allows the user to click on an adjective-noun 
pair to see the original review text containing that word pair so 
that she can learn additional information about the reviewed 
entity. But our user study showed that this feature also 
gracefully compensated for imperfect word pair extractions.  

Something that I wouldn’t notice is that someone says 
“this place was not very good,” so they changed the 
positive word into the actual negative review about it, so 
that’s why I found that it was important for that word, in 
particular, that I actually clicked on that in every review 
that I looked at… That’s how it kind of differentiated if it’s 
actually a good place to go to or NOT good place to go to.  

Improvements on the accuracy of the word pair extraction 
and sentiment analysis could contribute to a better review 
summarization. However, user-generated reviews, in 
general, are hard to parse automatically because they do not 
follow any particular format and they are not always 
grammatically correct. The findings from our study suggest 
that providing the user with a way to obtain additional 
contextual information about the word pairs is a useful way 
to recover from the errors caused by the linguistic analysis. 

Controlling Displayed Word Pairs 
Some participants suggested a feature to allow the user to 
adjust which word pairs are displayed. For instance, Review 
Spotlight could have a scale widget to tune the percentage 
of positive/negative word pairs to appear in the interface. 
Based on participant comments, we also found two 
interesting parameters that could be adjusted by the user in 
order to enhance the usefulness of Review Spotlight. 

Subjective-Objective Parameter 
One interesting adjustment parameter is the degree of 
subjectivity or objectivity in the word pair. One participant 
told us that she wanted to have more objective (descriptive) 
words than subjective (evaluative) words to understand 
what the restaurant is like and what it offers. She explained 
the aspect that she did not like in the prototype Review 
Spotlight interface as follows:  

These words [subjective word pairs shown in Review 
Spotlight], it’s like somebody’s opinions of the 
restaurants, not compared to “hot source” or “sweet 
potato”, like description of the actual food or service. So, 
it’s like you have mixed [subjective] comments as well as 
[a] description of type of food.  

However, subjective words were still useful for many 
participants to make decisions. Therefore, allowing the user 
to adjust the amount of subjective/objective words appeared 
in the interface could improve Review Spotlight. 

Time Parameter 
Another interesting improvement could be to display word 
pairs based on their post date, as the trend of the reviews 
often changes over time. For example, reviews might 
change dramatically after a food poisoning incident or the 



start of a new chef. Allowing the user to filter reviews from 
before and after an influential incident could enable them to 
better understand the entity as one participant commented: 

One good thing about [the review page] is that you tend 
to read only the recent reviews... Maybe things change,… 
like if they… improve the service… the recent reviews 
indicate that as opposed to old reviews [in which] people 
complain about the service... So maybe if you have some 
sort of a time bar on the top you can sort of drag it and 
see how tags change from recent to oldest.  

Such a feature has been included in different web-based 
systems. The Zoetrope interface allows the user to examine 
how a portion of a particular webpage has changed over 
time [1]. Dubinko et al. developed an algorithm to show the 
most salient tags that were posted by users in Flickr for a 
given time interval [7]. Thus, this feature could also be 
beneficial in Review Spotlight. 

REVIEW SPOTLIGHT EXTENSION 
Based on the findings from the laboratory study, we revised 
our Review Spotlight interface and developed a Google 
Chrome extension which resembles what we illustrated in 
Figure 1. This Review Spotlight extension supports reviews 
available on Amazon.com as well as Yelp.com.  

Figure 5 shows the revised Review Spotlight interface. We 
added several features suggested by participants in our 
laboratory study. First, the interface includes a histogram 
showing the number of reviews entered for a given entity 
along a timeline; this gives the user an overview of how the 
number of the reviews changes over time. The sliders below 
the histogram allow the user to specify the time period for 
which Review Spotlight should summarize the reviews. 
Finally, the new interface also provides checkboxes for 
selecting sentiment types. This feature allows the user to 
specify whether positive, negative, and subjective word pairs 
should be displayed by clicking the corresponding checkboxes. 

We made our Review Spotlight extension available to 
anyone in our website and Google Chrome Extension Gallery 
for three months. To enable the extension, the user had to 
consent with our data gathering of their usage of the 
extension. We did not extensively recruit the users for our 
extension because it was still a research prototype. Eleven 
users volunteered to use our extension. Our log showed that 
on average the users accessed 29.0 different webpages 
(SD=38.0) on which Review Spotlight could have been used; 
and on average they used Review Spotlight 19.9 times on 
average (SD=25.7). Thus, 68.6% of the user’s visits to Yelp 
or Amazon webpages (for which the Review Spotlight was 
available) resulted in its use. This indicates that our users did 
use Review Spotlight to view a summary of user-generated 
reviews provided by Review Spotlight. Because we 
implemented the extension to only log information when the 
user visits a Yelp or Amazon webpage for which it can 
summarize, it is not possible for us to know if a user still has 
the extension installed or has removed it. Thus, we can only 
report how many days after first installing the extension was 
a user’s most recent use. On average, participants’ most 
recent use of the extension came 35.7 days after they 
installed it (SD=29.8). This indicates that participants saw 
value in the tool and continued to use it.  

CONCLUSIONS AND FUTURE WORK 
The overwhelming number of user-generated reviews and 
their inconsistent writing style often require a significant 
amount of time and effort to read, and can result in 
important information being obscured from the user. To 
counter such challenges, we developed Review Spotlight, a 
user interface that helps users with impression formation by 
summarizing user-generated reviews using adjective-noun 
word pairs. Our interface provides a quick overview of the 
reviews and allows the user to explore the details of reviews 
in which word pairs are mentioned. Our laboratory user 
study with Review Spotlight showed that participants could 
form detailed impressions about restaurants from examining 
an overview of the reviews and the original context of the 

Figure 5. The Google Chrome extension of Review Spotlight. The histogram indicates the number of the reviews over time, and 
the user can control which sentiment types to be displayed: a) the whole view of our extension; b) the enlarged view of the 
highlighted area in Figure 5a. 



word pairs that interested them. The participants could also 
choose their preferred restaurant with Review Spotlight 
significantly faster than with traditional review webpages. 

We do not claim that Review Spotlight would outperform 
other kinds of interfaces or visualizations. However, this 
study revealed that Review Spotlight has the potential to 
support the quick formation of an impression of the 
reviewed entity. We plan to perform a comparative 
evaluation between different kinds of interfaces which 
summarize user generated reviews. 

One concern with using user-generated reviews is their 
reliability. The current Review Spotlight did not do any 
filtering of word pairs or review text. Thus, it could provide 
false impressions if the original reviews were posted under 
malicious motivations (e.g., a reviewer posted false 
information or negative comments to decrease the venue's 
popularity). We can address this issue by adding more 
weight to reviews from highly-rated reviewers (e.g., top 
100 reviewers) or reviews other users found useful. 

The current interface only supports reviews written in 
English. Adopting an international POS tagger like 
TreeTagger [20] would enable the system to extract 
adjective-noun pairs from the text and display the review 
written in a different language in the same way as that it 
currently does with English text. However, adjective-noun 
pairs might not be the best way to summarize review pages 
in other languages. Thus, an investigation on what users 
would find to be more appropriate in other languages is 
necessary for internationalization. 
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